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ABSTRACT

Downhole Seismic Testing (DST) and Crosshole Seismic Testing (CST) are important

geotechnical testing techniques which provide for low strain (<10–5) in situ compression

(Vp) and shear (Vs) wave velocity estimates. The Vs and Vp interval velocities are

determined by obtaining relative arrival times of source waves as they travel through the

stratigraphy and are recorded by one or more vertically (DST) and/or horizontally (CST)

offset seismic sensors. The relative arrival times are typically obtained by cross-correlating

the recorded source waves or identifying reference features within the seismic trace such as

a peak, trough, crossover point, or first break. A very common and yet poorly understood

problem encountered in DST and CST is the analysis of seismograms that contain Total

Internal Reflections (TIRs). TIRs arise when the incident angle exceeds the critical angle; as a

result of which reflection coefficients become complex, which in turn leads to distortions in

the reflected source wave. This paper addresses the issue of TIRs and the signal processing

challenges when processing seismic data containing TIRs.

Keywords

downhole seismic testing, crosshole seismic testing, total internal reflections, blind deconvolution, reflec-
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Introduction

A fundamental goal of geotechnical in situ testing is the accurate estimation of the shear and com-

pression wave velocities (VS and VP, respectively) in the ground. These parameters form the core

of mathematical theorems to describe the elasticity/plasticity of soils and they are used to predict

the soil response (settlement, liquefaction or failure) to imposed loads (whether from foundations,
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heavy equipment, earthquakes or explosions) (Finn 1984; And-

rus et al. 1999, 2000; Ishihara 1982). Accuracy in the estimation

of shear and compression wave velocities is of paramount im-

portance because these values are squared during the calculation

of various geotechnical parameters such as the Shear Modulus

(G), Poisson’s Ratio (l), and Young’s modulus (E). For exam-

ple, from elasticity theory we know that the formula for the

maximum shear modulus is G0¼ qVS
2, where q is the soil den-

sity and VS is the shear wave velocity.

The two dominant geotechnical techniques for measuring

in-situ VS and VP velocities are the Downhole Seismic Test

(DST) such as the Seismic Cone Penetration Test (SCPT)

(Campanella et al. 1986; Baziw 1993), and the Crosshole Seismic

Test (CST) (Ballard 1976))2. In both cases, the main goal is to

obtain relative arrival times as the source wave travels through

the soil profile of interest, and from these relative arrival times

the VS and VP velocities are then calculated.

Figure 1 shows a schematic of the typical DST configuration:

a seismic source is used to generate a seismic wave train at the

ground surface. One or more downhole seismic receivers

are used to record the seismic wave train at predefined depth

increments. The downhole receiver(s) may be positioned at

selected test depths in a borehole or advanced as part of an

instrumentation package as in the case of SCPT. When trig-

gered by the seismic source a data recording system records the

response of the downhole receiver(s). DST is predominantly uti-

lized for determining interval velocity profiles (for both VS and

VP) by measuring the relative travel times between the source

waves recorded at subsequently greater depths. For example, in

Fig. 1, the interval velocity, Vi, between depth increments zi and

zi-1 is given as3

Vi ¼ di � di�1ð Þ= ti � ti�1ð Þ(1)

where ti and ti�1 are the arrival times of the source wave at

depths zi and zi�1, respectively. For more sophisticated (and

likely more accurate) solutions, ray path refraction can be taken

into account by implementing iterative forward modeling or

data inversion techniques (Baziw 2002; Baziw and Verbeek

2012).

CST is very similar to DST, but in this case the seismic sen-

sors are offset laterally as opposed to vertically. Figure 2 shows a

schematic of the typical CST configuration: a seismic source is

used to generate a seismic wave train downhole within a bore-

hole. One or more crosshole seismic receivers are used to record

the seismic wave train at predefined lateral offsets at a constant

depth. In Fig. 2, the interval velocity, Vi, between lateral incre-

ments di and di�1 and depth zi is similarly given as Eq 1, where

ti and ti�1 denote the arrival times of the source wave at lateral

offsets di and di–1, respectively.

In both DST and CST investigations, there are site condi-

tions that result in source high energy wave multiples referred

to as Total Internal Reflections (TIRs). These multiples compli-

cate the recorded time series making the estimation of interval

relative arrival times a very difficult task. TIRs are typical in

CST investigations (since horizontally travelling source waves

have high angles of incidence on bounding stratigraphic layers),

while in DST investigations TIRs are encountered whenever

there are significant man-made structures nearby the test loca-

tion (e.g., foundation piles, stone columns, or deep under-

ground structures such as deep basements, parking garages, and

dam structures).

When dealing with TIRs, it is of paramount importance to

first understand the structure and form of the recorded seismo-

grams prior to blindly applying signal processing algorithms on

acquired data. Once there is a clear understanding of the

recorded seismograms, it will become obvious that the standard

analysis methods will not generate reliable results, which will

be illustrated not only by a review of the theoretical back-

ground, but also by examples using both simulated and actual

field data.

FIG. 1 Schematic of the typical DST configuration. FIG. 2 Schematic of the typical CST configuration.

2ASTM Standards D7400-08 and D4428/D4428M-07 provide thorough
outlines of the DST and CST equipment and methodologies, respectively.
3Assuming straight ray propagation between source and receiver.
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Standard Techniques for Obtaining

Relative Arrival from DST and CST

The techniques typically employed in obtaining the relative

arrival times outlined in Eq 1 are either.

1. Techniques that rely upon identifying reference points or
markers within the seismograms.

2. Techniques that implement the cross correlation function
or cross-power spectrum.

Figure 3 outlines (Amini 2006) typical time markers utilized

for a SH-wave reverse polarity investigation in SCPT, which are

identified as the first peak (2), first crossover (C), second peak

(3), and second crossover (D). The preferred techniques in

obtaining the relative arrival times are the implementation of

the cross correlation function or cross-power spectrum.

The cross correlation between two time or distance offset

seismograms is given as

uxy sð Þ ¼
X
k

XkYkþs(2)

where:

uxy sð Þ¼ the cross correlation function,

Yk¼ the sampled data at distance 1 and at sample time k,

Xk¼ the sampled data at distance 2 at sample time k, and

s¼ the time shift between the two sets of recorded waves

(note: distance 2> distance 1).

The value of the time shift at the maximum cross correla-

tion value is assumed to be the relative travel time difference,

Dt, for the source wave to travel the distance increment.

This technique has the following advantages (Baziw 1993,

2002) over selecting time markers within the seismogram:

• The human bias associated with visually selecting a refer-
ence point or time marker is minimized.

• The full waveform is utilized in deriving interval travel
times as opposed to a single point.

• The correlation coefficient between the two waves can be
used as a velocity accuracy estimate. This parameter gives
the investigator an indication of the similarity between
the two waves being correlated and the subsequent accu-
racy of the velocity estimate.

The Fourier transform of the cross correlation gives the

cross-power spectrum (;xy fð Þ; where f denotes frequency in

Hz). This can also be derived from the Fourier transforms of

the two traces under analysis as follows:

;xy fð Þ ¼ Sx fð ÞS�y fð Þ(3)

where:

Sx fð Þ and Sy fð Þ¼ the Fourier transform of traces X and Y,

respectively, and

*¼ the complex conjugate of the Fourier transform.

The cross-power spectrum allows for the determination of

the coherence, Cðf Þ, a real function with a value between zero

and one, which shows the correlation between seismic traces X

and Y at each frequency. The real part of cross-power spectrum,

;Rxyðf Þ, is termed the cospectrum, while the imaginary part,

;Ixyðf Þ, is termed the quadrature spectrum (Kanasewich 1981).

The coherence is given as

Cxy fð Þ ¼
;Rxyðf Þ
� �2

þ ;Ixyðf Þ
� �2

;xx fð Þ;yy fð Þ(4)

where ;xx fð Þ and ;yy fð Þ denote the auto-power spectra of seis-
mic traces X and Y, respectively. The autocorrelation function is

obtained with Eq 2 with Xk � Yk. The Fourier transform of the

autocorrelation provides the auto-power spectra, which are real

functions due to the fact that the autocorrelation is zero phase.

The phase spectrum is given by

hxy fð Þ ¼ tan�1
;Ixy fð Þ
;Rxyðf Þ

 !
(5)

Robinson and Treitel (1980) outline that the absolute value of

the cross-power spectrum is less than or equal to the geometric

mean of the individual auto-power spectra. This property is

mathematically represented as

FIG. 3 Typical reversely polarized DST data with time markers (Amini

2006)).
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;xy fð Þ
�� �� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

;xx fð Þj j ;yy fð Þ
�� ��q

(6)

From Eq 6, it is evident that the cross-power spectrum only

retains the common frequencies of traces X and Y.

If the time offset set is less than one full waveform period

(i.e., hxy fð Þ < 360�) then the relative arrival time derived from

the cross-spectrum is given as

Dt ¼ hxyðf Þ=2pf(7)

For example, if the dominant frequency of a seismic signal is

80Hz then the period, T, is 1/80 s or 12.5ms. If a phase at this

frequency is calculated to be 110� (1.92 rads) then the relative

arrival time between the two source waves recorded away from

the seismic source is calculated with Eq 7 as

Dt ¼ 1:92=2p 80ð Þ ¼ 0:00382 s ¼ 3:82ms(8)

This makes intuitive sense due to the fact that a phase of 110� is

equivalent to (110�/360�)T¼ 0.306T¼ 3.82ms.

The ability to estimate relative arrival times for phases that

exceed 360� is more challenging. In this case, the investigator

will have to apply a correction based upon the estimated domi-

nant frequency. For example, if two signals with a dominant fre-

quency of 80 Hz are offset by 40ms then the phase can be

calculated with Eq 7 as

hxy 80ð Þ ¼ Dt � 2pf ¼ 0:040� 160p ¼ 20:106 radians or 1152�

(9)

However, instead of 1152� or 3.2T, the Fourier transform

would generate a value less than 360�, or in this particular case

a phase equal to 0:2� 360� ¼ 72� or 1:257 radians. The inves-

tigator has to apply a correction by specifying that an additional

3T or 3� 360� ¼ 1080� or 18.850 rads of phase has occurred,

which then allows the total relative travel time to be calculated

as follows:

Dt ¼ ð1:257þ 18:850Þ=2p 80ð Þð Þ ¼ 0:04 s or 40ms(10)

In a typical analysis, the cross-power spectrum is determined

via the Fast Fourier Transform (FFT) (Williams et al. 2007).

The phase is then calculated at one or more specific frequencies

when the corresponding coherency at that frequency exceeds a

user specified amount (typically 0.7 or 0.8). It should be noted

that, as pointed out above, the phase estimate provided by the

FFT is the phase relative to the start of the time-domain signal

(and therefore should be adjusted to get the actual phase, as

shown above) and that the FFT returns the negative counterpart

(the so-called “phase lag”) of the phase (e.g. �288� instead

of 72�).

The cross-power spectrum is susceptible to frequency

domain estimation concerns of “leakage” due to inadequate fre-

quency resolutions (directly related to the number of samples

FIG. 4

Berlage source wave with dominant

frequency of 55 Hz and recorded at depth

5 m.

FIG. 5

Source Wave 2 (lower amplitude trace)

superimposed on Source Wave 1 without

time offset.
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within the seismic time series), data truncation and edge effects

(Kanasewich 1981). The recorded seismic source wave can

be considered as a finite length of data within the recorded seis-

mogram. With respect to the FFT, a finite duration source is

analogous to multiplying the source with a box car function,

which results in distortions (so-called “ringing”) in the fre-

quency domain. Source waves with lengths that are not multi-

ples of the dominant source wave frequency will also experience

“edge effects,” which also result in frequency distortions. These

distortions are typically minimized by tapering the source wave

by applying cosine bells (Kanasewich 1981) in the time domain.

Finally, as pointed out by Amini (2006), relative arrival

time estimates derived from the cross-power spectrum phase

are advantageous for cases where the damping ratio of the soil

is relatively large (>5 %). And even for a damping ratio of 5 %,

Amini (2006) has shown that interval velocities estimates from

the cross correlation function are within 1 % of the true value.

NUMERICAL EXAMPLE

To illustrate the above the Berlage source wave (Baziw 2006,

2007, 2011) illustrated in Fig. 4 is processed. This source wave

has a dominant frequency of 55 Hz, a sampling rate of

D¼ 0.05ms, and is assumed to be recorded during a DST at a

vertical depth of 5m where the source is assumed to have a

radial offset from the vertical of 1.5m.

Another Berlage source wave is simulated and is assumed

to be recorded at a depth of 10m. This wave was generated by

assuming a soil layer with an absorption Q value of 30 1/Np4

(Sheriff and Geldart 1982), a relative geometric spreading value

of 0.5 and a relative arrival time of 32ms. Figure 5 shows these

two waves superimposed without a time offset, while in Fig. 6 a

time offset of 32ms has been applied. Figure 7 then illustrates

the normalized output after applying Eq 2 on the traces illus-

trated in Fig. 6. As is shown in Fig. 7, the peak of the cross corre-

lation function occurs at 32ms, which matches the applied time

offset.

In Fig. 8, the Fourier transform (cross-power spectrum) is

given of the cross correlation function shown in Fig. 7. From

Fig. 8, it appears that the dominant frequency is 53.8 Hz, while

in reality it is 55Hz as mentioned before. This deviation or

“leakage” is to be expected in this case given the low Frequency

Resolution (FR) of the cross correlation, which is given as

FR ¼ 1= N � Dð Þ

where:

N¼ the length of the cross correlation function, and

D¼ the sampling interval.

In this case N¼ 4096 and D¼ 0.05ms, which means that

FR is 4.88Hz.

By applying Eq 4 on the cross power spectrum shown in

Fig. 8, the coherency is calculated and the results are shown in

Fig. 9. For the data points where the coherency exceeds 0.7, the

cross-power phase estimates are calculated by applying Eq 5

and the results are shown in Fig. 10.

Applying Eq 7 to this test case results in a phase of

hxy 55ð Þ ¼ Dt2pf ¼ 11:06 radians or 633:7� (since Dt ¼ 32ms

and f ¼ 55Hz); therefore, we would expect an estimated phase

value from the cross-power spectrum at 55Hz of 6

33:7� � 360� ¼ 273:7� (or – 84.3o). Table 1 outlines the cross-

power phase estimation results illustrated in Fig. 10 with the

associated relative arrival time estimates (Dt1) obtained by

implementing Eq 7 on the raw value for the phase estimate (i.e.,

hxy fð Þ < 360�Þ, the arrival time estimate (Dt2) for the one

period correction (T¼ 1/f), and the overall relative arrival time

estimate (Dt¼Dt1þDt2). As is evident from Table 1, the inter-

val velocities obtained from the cross-power phase are nearly

identical to the true value of 32ms.

Physics and Governing

Mathematical Equations of TIRs

The physics and governing mathematical equations of TIRs

(Shearer 1999; Sheriff and Geldart 1982; Aki and Richards 2002;

Fokkema and Ziolkowski 1987) are illustrated by considering a

FIG. 6

Source Wave 2 (lower amplitude trace)

superimposed on Source Wave 1 with 32 ms

time offset.

41Np (nepers)¼ 8.69 dB or 1 dB¼ 0.115Np.
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FIG. 7

Normalized auto-correlation of the Source

Wave 2 superimposed on Source Wave 1.

FIG. 8

FFT normalized amplitude spectrum (cross-

power spectrum) of cross correlation

function illustrated in Fig. 7.

FIG. 9

Coherency of cross-power spectrum

illustrated in Fig. 8.
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horizontally polarized (SH-wave) DST investigation within con-

crete piles or stone columns, but the concepts outlined are

directly applicable to a CST being carried out in strata with sig-

nificant impedance mismatches as illustrated in Fig. 11. Figure 12

outlines a schematic of the SH-wave SCPT investigation that

is being carried out, whereby the SH-wave velocity of the piles/

stone columns (V2) is much greater than that of the surround-

ing soil (V1). In Fig. 12, q is the medium density, 3 denotes the

first arriving direct SH source wave, while 1 and 2 denote the

reflecting waves, h1 denotes the incident and reflecting angles,

h2 is the refraction angle, and b1¼ 90�– h1.

GOVERNING EQUATIONS

Snell’s Law:

sin h2
V2
¼ sin h1

V1
¼ p(11)

• If V2 is less than V1, then h2 is less than h1. As V2

approaches 0 (air/ground or water/ground interface),
then h2¼ 0�. In Eq 11, p is termed the ray parameter and
denotes the horizontal slowness of the ray.

• The critical angle, U, is defined as the angle where
h2¼ 90� and the refracted (head / conical) wave is travel-
ling along the interface. For angles of incidence greater

than U, it is impossible to satisfy Snell’s law (using real
angles) since sin(h2) cannot exceed unity and conse-
quently internal reflections occur. This does not mean,
however, that 100 % of the energy is reflected:
1. In case of an incident P-wave, a small portion of the

energy is converted into S-waves and evanescent
waves.

2. In case of an incident SV-wave, a small portion of the
energy is converted into P-waves and evanescent
waves.

3. In case of an incident SH-wave, a small portion of the
energy is converted into evanescent waves.

• There are high incident angles between the reflecting piles
and/or stone columns. Moreover, the velocity contrast is
quite large (V2�V1), and therefore the critical angle will
be relatively small as is clear from Eq 11, which defines
the critical angle:

U ¼ sin�1 V1=V2ð Þ(12)

If we assume that V2¼ 2V1, the critical angle is 30�. As V2

increases even more, the critical angle becomes even smaller,

and we can therefore safely assume that the incident angles will

exceed the critical angle.

FIG. 10

Phase estimates for cross-power spectrum

illustrated in Fig. 8. Phase values are

calculated when the coherency shown in

Fig. 9 exceeds 0.7 at a specific frequency.

TABLE 1 Interval velocities derived from estimated cross-power phases.

Frequency Phase Phase Dt1 (Eq 7) Dt2 (T¼ 1/f) Dt¼Dt1þDt2 Errora

(Hz) (�) (radians) (ms) (ms) (ms) (%)

44 –215.1� or 144.9� 2.53 9.1 22.7 31.8 6

48.8 –160� or 200� 3.49 11.4 20.4 31.8 6

53.9 –100� or 260� 4.54 13.4 18.6 32 0

58.6 –45.2� or 314.8� 5.49 14.9 17.1 32 0

aError¼ (Estimate—true)x100/true.
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SH-WAVE REFLECTION AND TRANSMISSION

COEFFICIENTS

The SH precritical reflection coefficients (reflections at angles

less than the critical angle) are given as

R ¼ A1

A0
¼ G1g1 � G2g2

G1g1 þ G2g2
¼ q1V1 cos h1 � q2V2 cos h2

q1V1 cos h1 þ q2V2 cos h2
(13)

T ¼ A2

A0
¼ 2G1g1

G1g1 þ G2g2
¼ 2q1V1 cos h1

q1V1 cos h1 þ q2V2 cos h2
(14)

where:

R¼ the reflection coefficient,

T¼ the transmission coefficient,

A0¼ the amplitude of incident wave,

A1¼ the amplitude of reflected wave,

A2¼ the amplitude of refracted wave (note: Zi¼ qiVi is the

acoustic impedance),

Gi¼ the shear modulus of medium i (note G¼ qVs
2), and

gi¼ the horizontal slowness within medium i for the exam-

ple illustrated in Fig. 12 (note that gi would be the vertical slow-

ness for a horizontal interface). The latter can be given as:

g1 ¼ u1 cos h1 ¼ cos h1=V1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u21 � p21

q
(15a)

g2 ¼ u2 cos h2 ¼ cos h2=V2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u22 � p22

q
(15b)

To meet boundary conditions (i.e., abide by Snell’s Law) it is

required that p¼ p1¼ p2 in Eqs 15a and 15b.

At the critical angle, which as mentioned earlier is defined

as the angle where h2¼ 90�, sin h2¼ 1 and cos h2¼ 0; therefore,

using Eqs 11, 13, 14, and 15b:

	 the ray parameter p¼ u2
	 the reflection coefficient R¼ 1

	 the transmission coefficient T¼ 2

	 the slowness in medium 2 g2¼ 0

This means that the transmitted SH wave has an amplitude

equal to twice that of the incident wave and travels along the

interface (also termed a Head Wave), while the reflected wave

has the same amplitude as the incident wave, and there is no

vertical transmission5.

Beyond the critical angle, h2 becomes complex. This

becomes evident when Eq 11 is rewritten as

h2 ¼ sin�1
V2

V1
sin h1

� �
(16)

Since V1<V2, the arcsin function can become greater than 1,

which results in a complex solution for h2. Consequently, g2 is

imaginary, and transmitted waves with imaginary slowness are

termed evanescent waves. Evanescent waves have no vertical

energy flux where the energy normalized transmission coeffi-

cient is zero and their amplitude decays exponentially with

depth.

FIG. 12 Cross-section of SCPT illustrating direct and reflecting source waves.FIG. 11 Schematic of CST configuration illustrating source wave reflection.

5Continuity of displacement requires A0þA1¼A2. The sum of the
energy flux density on the interface from all of the scattered waves must
equal the energy flux density from the incident waves.
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Since any incident angle greater than the critical angle will

be largely reflected from the boundary instead of being

refracted, post-critical angle reflections are referred to as TIRs

due to the fact that a negligible amount of energy is transmitted

and nearly all of the energy reflected.

The SH post-critical reflection coefficient can then be given

as

R ¼ A1

A0
¼ G1g01 � iG2g02

G1g01 þ iG2g02
¼ e�ia

eþia
¼ e�i2a(17)

with

a ¼ tan�1
G2g02
G1g01

� �
(18)

where:

i¼ the imaginary number, and

g01 and g02 the post-critical vertical slowness within mediums

1 and 2, respectively, which can be given as:

g01 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u21 � p2

q
(19a)

g02 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 � u22

q
(19b)

The seismogram for TIRs is generated by convolving the source

waves by the reflection coefficients given in Eq 17 for various

incident angles that exceed the critical angle. In the frequency

domain, this is equivalent to multiplying the source wave by the

reflection coefficients given by Eq 17, producing a frequency-

independent phase shift as shown below:

U ¼ RA0e
i kx�xtð Þ

¼ A0e
�i2aei kx�xtð Þ

¼ A0e
i kx�x tþ2a=xð Þð Þ

(20)

where:

k¼ the wave number,

x¼ the distance,

x¼ the angular frequency, and

t¼ the time.

As is evident from Eq 20, the reflected wave has a phase

shift of 2a/x or 2a/2pfd, where fd is the dominant frequency of

the source wave.

It can be shown (Aki and Richards 2002) that any phase

shift of a source wave can be determined from the source wave

and its Hilbert transform as follows

f̂ ðtÞ ¼ cos af tð Þ þ sin aH f ðtÞ½ 
(21)

where:

f̂ ðtÞ¼ the phase shifted source wave,

f(t)¼ the original source wave,

a¼ the phase shift, and

H[f(t)]¼ the Hilbert transform of the source wave, which

introduces a 90� phase shift of a function (i.e., R¼ –i in Eq 17).

To provide illustrative examples of the phase shifting of

seismic source waves due to TIRs, Eq 21 was applied on a 55Hz

Berlage source wave. In Figs. 13(a)–13(d), the solid lines are the

Berlage source wave, while the dotted lines the inputted Berlage

source wave phase shifted by 60, 90, 120, and 220�, respectively.

As is demonstrated in these figures, even though the dominant

frequency has been retained, the source waves have been phase

shifted within the envelope of the wave packet and the

FIG. 13 (a) Berlage source wave, 60 � phase shift. (b) Berlage source wave,

90 � phase shift. (c) Berlage source wave, 120 � phase shift. (d)

Berlage source wave, 220 � phase shift.
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minimum and maximum peaks have been modified (i.e., note

that the 2 waves have the same arrival time but different phases

and minima and maxima) resulting in source wave distortion.

Challenges in Analyzing

Seismograms Containing TIRs

DETERMINATION OF RELATIVE ARRIVAL TIMES

The ability to obtain relative arrival times from seismograms

containing TIRs is a very challenging endeavor for both DST

and CST. Amini (2005, 2006) carried out extensive work in

the analysis of seismic data acquired from SCPT where stone

columns were present (and thus TIRs in the seismic data), using

the finite difference program FLAC (Fast Lagrangian Analysis

of Continua) so that simulated SCPT seismic data could be gen-

erated. These simulated data were then compared with field

data so that a better understanding of the physical process of

ground improvement by vibro-replacement and the corre-

sponding interpretation of SCPT could be obtained.

TIRs are quite common in DST and as a result of that, the

first break or arrival is commonly used as a time marker.

Unfortunately, estimating arrival times in DST can be quite

challenging as the recorded source wave cannot only contain

TIRs, but also exhibit P-wave and noise interference. For exam-

ple, Fig. 14, which is taken from ASTM D4428/D4428M-07,

illustrates typical seismograms recorded during a DST, clearly

showing the presence of TIRs. As is evident from this figure, the

P-wave train and measurement noise are superimposed upon

the S-wave, making selection of a first arrival a challenging task

prone to subjective visualization.

Figure 15 illustrates a vertical seismic profile (VSP) from

simulated DST seismograms6 where stone columns are present

(Amini 2006). The identified time markers B–F are not suitable

as the basis for analyzing the seismograms due to the fact that

their corresponding time location is dependent upon the con-

structive and destructive interference of the generated source

waves, which in turn depend on the geometry of the columns,

location of the source, and depth of the seismic adapter. These

parameters will be unique for each DST test and therefore a

standardized analysis method cannot build on these markers.

It should be noted that the testing configuration imple-

mented to generate Fig. 15 relied upon exciting both the stone

columns and the soil profile under analysis. However, this

increases the complexity of the generated source waves consid-

erably, and it is therefore highly recommended that in DST

only “point sources” are utilized (with beams of short length in

case of SH-wave analysis). In doing so, only the soil under anal-

ysis is excited and not the stone columns, and consequently

only the direct SH-wave and corresponding reflection will be

recorded.

IMPLEMENTATION OF THE CROSS CORRELATION

FUNCTION OR CROSS-POWER SPECTRUM

Just as techniques that rely upon identifying reference points or

markers cannot be used for seismograms that contain TIRs,

techniques that implement the cross correlation function or

cross-power spectrum are also problematic for such

FIG. 14 CST reversible impulse seismic source time plot showing both P and

S wave signals and additive noise (ASTM D4428/D4428M-07).

FIG. 15 Reversely polarized DST data showing the time markers for SCPT

carried out in stratigraphy containing stone columns (Amini 2006).

6The simulated seismograms are the responses of imaginary horizontal
accelerometers. The simulated trace at each depth is plotted along with
its mirror image in order to mimic left and right SH-wave hammer beam
impacts.
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seismograms. Relative arrival time estimates from the cross-

spectrum phase estimates cannot be used if any overlapping

source wave reflections are present within the recorded seismo-

gram due to the fact that the conflicting phases of the direct

wave and overlapping waves will results in an erroneous phase

estimate at the dominant source wave frequency. The cross cor-

relation function relies upon dominant amplitude responses;

therefore, as long as the first overlapping source waves arrive af-

ter the first dominant response of the direct source wave then

the cross correlation function can be applied to obtain a relative

arrival time. This requires that the seismogram responses after

the first arriving dominant response of the direct source are

attenuated. However, since this is not necessarily the case for

seismograms with TIRs the methodology should be used with

the appropriate care.

NUMERICAL EXAMPLE OF SEISMOGRAMSWITH TIRS

Simulated seismograms containing TIRs can also be used to

demonstrate the effect and corresponding challenges of these

TIRs when carrying out DST and CST. In seismology, the

recorded time series, z(t), is defined to be the linear convolution

of the source wavelet, S(t), with the earth’s reflection coeffi-

cients, l(t), with additive measurement noise, v(t). The mathe-

matical representation of this relationship is given as (Ulrych

and Sacchi 2005; Baziw 2006, 2007, 2011)

z tð Þ ¼
ðt
0
l tð ÞS t � sð Þdsþ vðtÞ(22)

The discrete representation of Eq 22 is given as

z kð Þ ¼
Xk
i¼1

l ið ÞS k� ið Þ þ v kð Þ; k ¼ 1; 2…N(23)

Equations 22 and 23 are applicable if the source wave is station-

ary. However, in case of TIRs, the direct and reflected source

waves are time variant (phase distortion) and therefore it is not

possible to implement Eq 23 to generate synthetic seismograms.

Instead, these synthetic seismograms have to be based on the

fact that in reflection seismology, the discrete convolution oper-

ation can be represented as the summation of several source

waves of differing arrival times.

To generate synthetic seismograms for a DST VSP, five

Berlage source waves were generated and superimposed at

depths of 5, 6, and 7m. These waves are defined as (Baziw 2006,

2007, 2011)

w tð Þ ¼ AHðtÞtne�at cos 2pft þ ;ð Þ(24)

where H(t) is the Heaviside unit step function [H(t)¼ 0 for

t� 0 and H(t)¼ 1 for t> 0]. The amplitude modulation compo-

nent is controlled by two factors: the exponential decay term a

and the time exponent n. These parameters are considered to be

nonnegative real constants. All simulated waves had the com-

mon values of f¼ 70Hz, n¼ 2, and a¼ 270 specified. The phase

values are set at ; ¼ 20; 40; 140; and 250�, respectively. The

arrival times7 and maximum amplitudes were set as follows for

the five Berlage source waves:

• at a depth of 5m: (5ms, 1), (8ms, 0.75), (11ms, 0.625),
(17ms, 0.8), and (22ms, 0.65), respectively (see Fig. 16).

• at a depth of 6m: (9ms, 1), (14ms, 0.75), (17ms, 0.625),
(21ms, 0.8), and (24ms, 0.65), respectively (see Fig. 17).

• at a depth of 7m: (14ms, 1), (17ms, 0.75), (21ms, 0.625),
(24ms, 0.8), and (29ms, 0.65) respectively (see Fig. 18).

For each depth superposition of the source waves is shown

with the reflection coefficients to allow for the visualization of

the arrival time and maximum amplitude values (Figs. 19, 20,

and 21 for the depth of 5, 6, and 7m, respectively).

It is clear from these figures that there is significant distor-

tion of the direct source wave due to the superposition of the

FIG. 16

Simulation 1: Berlage source waves with

varying phases.

7The first 24ms of data of seismograms 1, 2, and 3 have been removed
due to the fact that no seismic data is contained within the first 24ms
and we are only interested in relative arrival times between depths 5 to
6m and 6 to 7m.
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FIG. 17

Simulation 2: Berlage source waves with

varying phases.

FIG. 18
Simulation 3: Berlage source waves with

varying phases.

FIG. 19
Superposition of Berlage source waves

illustrated in Fig. 16.
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FIG. 20
Superposition of Berlage source waves

illustrated in Fig. 17.

FIG. 21
Superposition of Berlage source waves

illustrated in Fig. 18.

FIG. 22

Fourier transform for seismogram illustrated

in Fig. 17. The dominant frequency has

been lowered to 49 Hz from the original

Berlage source wave peak frequency of 70

Hz.
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TIRs. This becomes even more evident when comparing the

FFT with the original source wave. For example, Fig. 22 illus-

trates the FFT for the seismogram illustrated in Fig. 19, and it is

obvious that the 70Hz dominant frequency of the Berlage

source wave has been lowered to 49Hz due to the overlapping

TIRs.

Figure 23 illustrates the VSP of the simulated seismograms

of Figs. 19, 20, and 21 with the corresponding reflection coeffi-

cients and time markers (denoted as short bold lines) of First

Peak (FP), First Crossover (FC), Second Peak (SP), Second

Crossover (SC). For this test simulation, a source-sensor radial

offset of 1.5m was assumed; therefore, referring to Fig. 1 and

Eq 1, the slant distances, di, for the simulation depth of 5, 6, and

7m are 5.22, 6.18, and 7.16m, respectively. Using Eq 1 and

assuming a straight ray travel path (i.e., no refraction) the first

arriving direct source wave interval velocities can be calculated

as V5�6 ¼ 6:18� 5:22ð Þ= 9� 5ð Þ ¼ 241m=s for depth interval 5

to 6m and V6�7 ¼ 7:16� 6:18ð Þ= 14� 9ð Þ ¼ 196m=s for

depth interval 6 to 7m.

Figure 23 also shows the trend lines based upon the FP time

markers, which translate to estimated interval velocities of

V5�6 ¼320 and V6�7 ¼162m/s. Table 2 summarizes the esti-

mated interval velocities and associated % error for time makers

FP, FC, SP, and SC, and shows that these estimated interval

velocities are clearly unreliable. These and similar test bed simu-

lations make it clear that time markers FP, FC, SP, and SC can-

not be used when deriving interval velocities when TIRs are

present within the recorded seismograms.

However, while it is clear that the interval velocities should

be calculated based on the First Arrival (FA) time marker,

Figs. 24 and 25 demonstrate the difficulties in obtaining these

FA time markers. Figure 24 shows the seismogram shown in

Fig. 23 with superimposed Gauss–Markov measurement noise

(Baziw 2006, 2007) with a time constant of 1ms and variance of

0.02 (to simulate the effects of the first arriving source waves

(e.g., P-wave), near field effects, and ambient noise) and overall

white noise with variance 0.001 (to account for possible electri-

cal noise). Figure 25 illustrates the seismograms shown in

Fig. 24 with a 150 Hz low pass filter applied to noisy traces.

Figure 25 also shows the trend lines based upon the FA time

marker, which translate in estimated interval velocities of

V5�6 ¼140 and V6�7 ¼257m/s. These interval velocities have

an error of 42 and 31%, respectively, and are therefore again

unacceptable.

REAL EXAMPLE OF SEISMOGRAMSWITH TIRS

The real DST data outlined in this section (the so-called SC 64)

was acquired during a SCPT in New Zealand near the Tauranga

FIG. 23

VSP of simulated seismograms with corresponding

reflection coefficients (grey time series) and time markers

(denoted as short bold lines). The time markers are shown

along with the first peak estimated interval velocities.

TABLE 2 Time markers estimated interval velocities and associated percent errors.

Depth
Interval
(m)

FP Interval
Velocity
Estimate
(FPIVE) (m/s)

FPIVE
Percent
Errora

(%)

FC Interval
Velocity
Estimate
(FCIVE) (m/s)

FCIVE
Percent
Error*
(%)

SP Interval
Velocity
Estimate
(SPIVE) (m/s)

SPIVE
Percent
Errora

(%)

SC Interval
Velocity
Estimate
(SCIVE) (m/s)

FCIVE
Percent
Errora

(%)

5–6 320 32.3 176 27 213 12 454 88

6–7 162 16.8 333 70 268 37 224 14

aPercent error¼ (Estimate—true)� 100/true.
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Eastern Motorway by Perry Drilling Ltd. of Tauranga New

Zealand. The (SH) source waves were generated with a sledge

hammer horizontally impacting point source steel beams

located underneath the outriggers (2.3ms from the center of the

rod string) and an electrical contact trigger. Two stacked SH

source waves were generated for each depth increment.

The SCPT was performed approximately 4 to 5m to the

east of a pond that is 1 to 2m deep. The test was conducted 1m

below the bund surrounding the pond, which is used as an

access road. This bund is constructed of dense material, and

thus acted as a strong reflector of the SH source waves.

Figure 26 shows the raw time series data captured with the

SH source located on the right side of the SC. Figure 27 shows

the same seismic data, but with a low pass 140Hz zero phase

shift frequency filter applied. As is evident from Figs. 26 and 27,

there are source reflections multiples present within the cap-

tured time series data, and the short vertical lines in Fig. 27

denote locations of possible deconstructive interference between

the direct source wave and overlapping source wave reflections.

For the depths between 2 and 4ms, Fig. 28 illustrates the

first trough and first peak time markers (denoted by short verti-

cal solid black lines). Due to the relatively low bandwidth of the

source wave and constructive/destructive interference of the

reflections the peak value time marker determination is prone

to human bias, which is illustrated with a so-called time marker

window of ambiguity (denoted by the dashed lines). However,

apart from this window of ambiguity, the use of time markers is

problematic: Table 3 outlines the estimated interval velocities

FIG. 24

Simulated seismograms shown in Fig. 23 (black traces)

superimposed upon the same seismograms which have

additive measurement noise (grey traces).

FIG. 25

Seismograms shown in Fig. 24 with a 150 Hz low pass filter

applied to noisy traces. The illustrated trend lines provide for

interval velocities of 140 m/s and 257 m/s for depth interval

5 to 6 m and 6 to 7 m.
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from the VSP illustrated in Fig. 27 based on either the first

trough or the first peak time makers. As is shown in this table,

the difference in outcome can be substantial (in this case up to

nearly 80 %) due to the constructive/destructive of the source

wave reflections.

RECOMMENDED ANALYSIS METHOD FOR SEISMOGRAMS

WITH TIRS

The authors believe that seismic signal processing techniques

which attempt to isolate the direct source wave from the

reflected source waves should be investigated and developed for

the case of DST and CST seismograms containing TIRs. These

techniques would require time variant BSD (BSDtv) analysis

methodologies (Baziw 2006, 2007, 2011; Gholami and Sacchi

2012; Ulrych and Sacchi 2005). The BSDtv methodology not

only addresses the case where both S(t), and l(t) are unknown

in Eqs 22 and 23, but also cover the non-stationary aspect of

TIRs.

It goes beyond the scope of this paper to discuss the BSDtv

methodology in detail, but the authors have been working on an

algorithm for processing seismograms containing TIRs that

would extract the direct source waves. Direct and relative arrival

times and corresponding interval velocities are then readily

obtained from these extracted source waves. Details of this algo-

rithm will be published in a separate paper later this year, but

the algorithm builds on the powerful BSD algorithm referred to

as Principle Phase Decomposition (PPD) (Baziw 2006, 2007,

2011).

Just as in the BSD algorithm, in the BSDtv algorithm, the

source wave is uniquely modeled as an Amplitude Modulated

Sinusoid (AMS), which has been demonstrated to be a highly

robust and accurate approximation for many analytical repre-

sentations of seismic source waves. In addition, the AMS wave

FIG. 26

Raw VSP from SCPT hole SC 64.

FIG. 27

VSP illustrated in Fig. 26 with a 140 Hz low

pass filter applied. There is clear evidence of

overlapping source waves denoted by short

vertical lines.
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FIG. 28
Illustration of time markers first trough and

first peak (denoted by short vertical solid

black lines). The dashed short vertical lines

identify time marker windows of ambiguity.

TABLE 3 Estimated interval velocity estimates for SCPT site SC 64.

Interval
Depth

First Trough Trend
Line Velocity Estimate

First Peak Trend
Line Velocity Estimate

Difference in
Velocity Estimate

Average Velocity
Estimate

Percenta Difference
Estimate

(m) (m/s) (m/s) (m/s) (m/s) (%)

2.0–2.5 50 74 24 62 38.7

2.5–3.0 277 292 15 284.5 5.3

3.0–3.5 130 157 27 143.5 18.8

3.5–4.0 101 146 45 123.5 36.4

4.0–4.5 90 75 15 82.5 18.2

4.5–5.0 98 110 12 104 11.5

5.0–5.5 112 116 4 114 3.5

5.5–6.0 174 106 68 140 48.6

6.0–6.5 106 124 18 115 15.7

6.5–7.0 133 203 70 168 41.7

7.0–7.5 185 100 85 142.5 59.6

7.5–8.0 171 254 83 212.5 39.1

8.0–8.5 187 133 54 160 33.8

8.5–9.0 169 178 9 173.5 5.2

9.0–9.5 293 189 104 241 43.2

9.5–10.0 123 116 7 119.5 5.9

10.0–10.5 158 163 5 160.5 3.1

10.5–11.0 113 122 9 117.5 7.7

11.0–11.5 107 141 34 124 27.4

11.5–12.0 122 123 1 122.5 0.8

12.0–12.5 82 74 8 78 10.3

12.5–13.0 187 180 7 183.5 3.8

13.0–13.5 139 120 19 129.5 14.7

13.5–14.0 141 324 183 232.5 78.7

14.0–14.5 206 129 77 167.5 46

14.5–15.0 123 185 62 154 40.3

15.0–15.5 179 138 41 158.5 25.9

15.5–16.0 156 294 138 225 61.3

16.0–16.5 239 150 89 194.5 45.8

16.5-17.0 203 207 4 205 2

aPercent Difference: the difference between two values divided by the average of the two values.
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has proven very accurate in modeling seismic data acquired

during passive seismic monitoring (Baziw et al. 2002b, 2004 b;

Baziw and Verbeek 2012b) and vertical seismic profiling (Baziw

2011). In general terms, the AMS source wave is defined to be a

sinusoid with a dominant frequency and phase modulated by

an Amplitude Modulating Term (AMT).

The BSDtv algorithm uses the same a priori information as

the BSD algorithm, but in addition the following a priori infor-

mation for TIRs is incorporated:

• although the phase of the source wave changes for each
reflection, the dominant frequency remains the same;

• the time width of the source wave remains constant;
• the reflected source waves are modeled as AMSs;

• the AMTs of the direct and reflected source waves remain
constant.

Figure 29 illustrates the concept of a constant AMT for

TIRs. In this figure, the absolute amplitudes of the source waves

outlined in Fig. 16 are superimposed with an identical arrival

time of 5ms specified for each wave. The dark AMT outline

shown in Fig. 29 illustrates that all of the TIRs can be modeled

as AMSs where there is a constant AMT envelop. This is why

the AMT component of the direct and reflected source waves

are assumed constant in the BSDtv algorithm. In general terms,

the proposed BSDtv algorithm for processing seismograms con-

taining TIRs would extract the direct source waves. Direct and

relative arrival times and corresponding interval velocities are

FIG. 29

Illustrating the constant AMT for the Berlage source waves

shown in Fig. 16. Berlage Wavelets 1 to 5 have the same

5 ms arrival time specified so that the constant AMT can be

demonstrated.

FIG. 30

VSP (with associated trend lines) of

estimated Berlage Waves utilizing a BSDtv

algorithm.
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then readily obtained from these extracted source waves. In

addition, the estimated reflection coefficients identify and quan-

tify the vertical inclusions and bounding geological layers.

A preliminary example of the BSDtv algorithm is shown in

Fig. 30, which shows the source wave extracted by the algorithm

from the data shown in Fig. 23. Once the source wave is avail-

able, the common data analysis methods can be applied to

determine the direct and relative arrival times as well as the cor-

responding interval velocities.

Conclusions

As outlined in this paper, a very common and important

problem encountered in DST and CST is the recording of seis-

mograms which contain Total Internal Reflections (TIRs). TIRs

arise when the incident angle exceeds the critical angle, and

they are associated with reflected source wave distortions due to

the fact that the reflection coefficients become complex. TIRs

are typical in CST investigations (since horizontally travelling

source waves have high angles of incidence on bounding strati-

graphic layers), while in DST investigations, TIRs are encoun-

tered whenever there are significant man-made structures

(piles, stone columns, and deep underground structures such as

deep basements, parking garages, and dam structures).

Typical DST and CST interval velocity estimation techni-

ques which rely upon the implementation of the cross correla-

tion function, cross-power spectrum and/or time markers are

unlikely to provide acceptable estimates when TIRs are present

within the seismograms.

More advance data processing techniques which attempt to

isolate the direct source wave from the reflected source waves

(such as the time variant BSD (BSDtv) analysis methodology)

should be investigated and developed for the case of DST and

CST seismograms containing TIRs.
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